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Abstract

The error in the identification of the distribution law entails an incorrect assessment of other characteristics (standard
deviation, kurtosis, antikurtosis, etc.). The article is devoted to the development of accessible and simple software products
for solving problems of identifying distribution laws and determining the optimal size of a data sample.

The paper describes a modified method for identifying the law of data distribution by visual analysis of the proximity
of histograms with a reduction in the sample size with software implementation. The method allows choosing the most
probable distribution law from a wide base of the set. The essence of the method consists in calculating the entropy coef-
ficient and absolute entropy error for the initial and half data sample, determining the optimal method for processing the
histogram using visual analysis of the proximity of histograms, and identifying the data distribution law. The experimental
data processing model makes it possible to take into account the statistical properties of real data and can be applied to

various arrays, and allows to reduce the sample size required for analysis.
An automated system for identifying the laws of data distribution with a simple and intuitive interface has been developed.
The results of the study on real data indicate an increase in the reliability of the identification of the data distribution law.
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Introduction

The choice of the mathematical method of data
processing, as well as the accuracy of obtaining numeri-
cal values by the metrological characteristics of measu-
ring instruments to a significant extent depend on the
correctness of establishing the correspondence of the
probability distribution density of experimental data to
one of the standard distribution laws [1]. The most
common way to improve the reliability of the identifi-
cation of a distribution is to improve the procedure for
correlating the obtained data with one of the standard
distributions.

Statistical processing of experimental data begins
with calculating the center of distribution. Therefore,
the error in the identification of the distribution law en-
tails an incorrect assessment of the second characteristics
(standard deviation, kurtosis, antikurtosis, etc.) [2]. Since
obtaining a priori information about possible statistical
characteristics of experimental data is very difficult (noisy
data), increasing the reliability of identification of distri-
bution laws is still an urgent metrological problem [1].
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Analysis of recent research and publications

The diversity of forms of distribution of measure-
ment errors is confirmed by both numerous publica-
tions [3—6] and the availability of standardized models
of distribution laws [7]. The algorithms for processing
experimental data are quite diverse [3—6]. The choice
of the required algorithm for a specific measurement
problem causes significant difficulties due to the dif-
ficulty of assessing the efficiency of experimental data
processing.

In the theory of signal processing, a classical
two-stage approach is used [1]. The essence of the
algorithm comes down to constructing a histogram of
the unknown distribution law of the error, determining
the quantitative features of the measure of difference
from the normal law (the coefficients of asymmetry
and kurtosis were used in the work). Comparison of
distribution laws: standard, experimental in the form of
a histogram, polygon, approximating function, built on
one graph, allows to establish the difference or simila-
rity between them [1].
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One of the most promising approaches to deter-
mining the distribution laws is the characterization of
the shape of the distribution law using the antikurtosis
() and the entropy coefficient (k) [6, 8—11]. Accor-
ding to information theory [8], for all possible exis-
ting distribution laws, the antikurtosis value lies in the
range from 0 to I, and k£ — from 0 to 2.076. In a num-
ber of works, the identification of distribution laws is
considered in (%, k) — a plane in which each law is
identified by some point [9—12]. This allows perfor-
ming preliminary data processing with the definition of
the distribution law for Kalman filtering [9], processing
and decoding of cardiograms [10]. However, after the
identification of the distribution law was performed,
the studies did not assess the closeness of the histo-
grams to the selected distribution; therefore, there is
no data on the effectiveness of such techniques.

To implement the described algorithms, a large
number of software products are used (for example,
Mathematica, MATLAB, etc.). The widely used
MathCAD [1, 12] allows to use the built-in ones for
plotting histograms, polygons and approximating func-
tions. The complexity of the selection of the required
law based on the histogram, the time spent on enu-
merating all possible options force researchers to widely
use computer binning. In general, binning is a prepro-
cessing technique used to reduce the impact of minor
observation errors. The original data values that fall
within a given small interval, called a bin, are replaced
by a value representing that interval, often a center
value [13, 14]. When analyzing histograms, the essence
of binning procedures is reduced to the selection of
characteristics of the histogram cell [13, 14]. The use of
software binning allows to get away from the problem
of choosing a specific formula for the distribution law
to the selection of the nearest identical data sample.

In publications [14, 15] binning models are pre-
sented and the main set of samples with characteristic
features are considered; the identification problem is
reduced to finding a close histogram with a known dis-
tribution law. The main disadvantage of this approach
is the lack of existing sample models for assessing
various samples of experimental data and the absence
of a universal criterion for assessing the proximity of
histograms negatively affects the identification error of
the distribution law according to the statistical model.

However, the key moment that determines the
efficiency of identifying the shape of distribution of
experimental data is the sample size and the choice
of the number of intervals for the distribution of data.
In real conditions, ensuring the required sample size
(more than 1000) is a difficult task associated, first
of all, with the economic aspect of multiple measure-
ments. In [12], it was proposed to use the entropy
coefficient to choose the number of intervals for grou-
ping data, the results were confirmed by the study of
several distribution laws, which does not allow to speak
about the universality of the proposed method.

Analysis of modern trends in data processing
methods indicates the priority development of soft-
ware methods for processing measurement information.
The lack of accessible and simple software products for
solving problems of identifying distribution laws and
determining the optimal size of a data sample poses
the task of researchers developing an automated system
for identifying distribution laws taking into account the
sample size.

Purpose and objectives of the study

The aim of the work is to develop a system for
identifying the distribution laws of the sample data by
visual analysis of the proximity of histograms to the
real sample and reducing the sample size.

The optimal algorithm for constructing a histogram for
a statistical model for determining the distribution law
with the possibility of reducing the data sample

Studies of the proximity of histograms were car-
ried out programmatically in Python using the numpy.
histogram function, which calculates the boundaries
of intervals for histogram cells and has a fairly wide
range of methods for calculating the optimal width of
histogram cells [15, 16].

To study the proximity of histograms, we used
real arrays of experimental data [17]. The algorithm
for estimating the proximity of histograms begins with
calculating the absolute entropy error [8] and the en-
tropy coefficient.

Absolute entropy error [8]:

— % H(x) _ *%‘i"rlog(m)
h=05%¢ =05-d-n-10 , (1)

where H(x) — the entropy of the distribution; # is the
sample size, d — the width of the histogram column;
m is the number of histogram columns, n, — the num-
ber of observations in the m column.

The entropy coefficient is defined [6, 8, 10] as:

k==, @)
(e}

where ¢ — the standard deviation; 42 — the entropy

value of the error.

To analyze histograms, one of the methods for cal-
culating the optimal width of histogram cells (“auto”,
“fd”, “doane”, “scott”, “stone”, “rice”, “sturges”,
“sqrt”) is used [15, 16]. For all these methods for
calculating the optimal width of the histogram cells,
we determine the minimum difference between the
entropy coefficients for the original sample (k,) and
for the sample obtained from the original by excluding
odd terms (k ), according to the ratio:

z= min(ke - kO.Se)’ (3)

where z is the decrease in entropy for a sample that
is two times smaller.
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Reduction of entropy: 0.0075 when the sample size \ n is reduced by two for the model: fd
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Fig. 1. The result of determining the proximity of histograms using the minimum difference z of the entropy

coefficients for the original sample (k,) and half sample (k,

) for the method for calculating the optimal

width of histogram cells (model “fd” — cubic smoothing spline)

An example of the results of determining the pro-
ximity of histograms using a cubic smoothing spline
is shown in Fig. 1. In accordance with the described
algorithm, a histogram was obtained that optimally
displays the original data sample when it is reduced
by 2 times.

This approach makes it possible to rationally re-
duce the amount of required data and the number of
multiple measurements while maintaining the data dis-
tribution law, which reduces the cost of metrological
certification of measuring instruments. To confirm the
effectiveness of the developed method and compare,
we present the results of the algorithm when calcula-

ting the maximum difference in entropy coefficients
by the expression:
z =max(k, —k,s,). “4)
In Fig. 2, it is noticeable that with a similar re-
duction in the sample, the difference in entropy coeffi-
cients is significantly higher than when using (3), and,
accordingly, the proximity of the histograms is less.
The list of distribution laws available for analysis
is wide and includes about 80 distributions and

criteria for comparison (the most common law,
distribution density range, desired identification error).

Reduction of entropy: 0.0858 when the sample size \ n is reduced by two for the model: doane

= A{80)-smoothing spline

14- - B(40) -smoothing spline

12 -

10 -

Fig. 2. The result of determining the proximity of histograms using the maximum difference z of the entropy

coefficients for the original sample (k) and a half sample (k

e

»s.) for the method for calculating the optimal

width of histogram cells (“doane” model — for data with an abnormal distribution of values)
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Fig. 3. Interface of the automated system for identifying the laws of data distribution

The coincidence of the histograms indicates the
maximum closeness to this distribution law.

Fig. 3 shows the interface of the developed
automated system for identifying the laws of data
distribution.

Work in the program begins with the choice of
loading a file with data sampling (Fig. 3) and using the
command “Menu”, “file”. Next, the system visualizes
the histograms of the analyzed sample, comparing
the histograms for full and half samples of real data,
according to the described algorithm using various
models of methods for calculating the optimal width
of histogram cells (Fig. 4).

The last step is to identify the distribution law for
sampling real measurement data (Fig. 5).

The identification error of the distribution law
for the selected sample » = 1000 does not exceed
0.45%. According to [18], a convincing advantage for
use is the accuracy of the method for identifying the
distribution law above 3%.

T

MENU
Reduction of entropy: 0.0008 when the sample size
is reduced by two for the model: auto

100 - — A(999)-smoothing line
—— B{499) -smoothing line

80 -

60 -

The developed automated system for data
processing, designed to identify the laws of data
distribution by visual analysis of the proximity of
histograms, can be used to process measurement
information during metrological certification of
measuring instruments. The program has a flexible
model for processing experimental data and takes
into account the statistical properties of real data. This
allows the automated system to be used to solve a wide
range of measurement tasks.

Conclusions

1. A modified method for identifying the law of
data distribution by visual analysis of the proximity of
histograms is proposed. The method allows choosing
the most probable distribution law from a wide
base of the set. The essence of the method consists
in calculating the entropy coefficient and absolute
entropy error for the initial and half sample of data,
determining the optimal method for processing the

Reduction of entropy:: 0.0365 when the sample size
is reduced by two for the model: doane

250- T A(999)-smoothing line
—— B(499) -smoothing line

200 -

150 -

100 -

50 -

Fig. 4. Determination of the method for calculating the optimal width of the histogram cells (“auto”, “fd”, “doane”, “scott”,

“stone”, “rice”, “sturges”, “sqrt”’) while minimizing the entropy coefficient
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Fig. 5. The results of the automated system for sampling n =

histogram using visual analysis of the proximity of
histograms, and identifying the law of data distribution.

2. The advantages of the proposed method for
identifying the distribution law are simplicity and
flexibility of the experimental data processing model,
which makes it possible to take into account the
statistical properties of real data and can be applied

1000 from the uniform distribution

to various data sets. It allows to reduce the sample of
data required for analysis.

3. On the basis of the described method, an
automated system for identifying the laws of data
distribution has been developed. The study carried
out on experimental data indicates an increase in the
reliability of identification of the data distribution law.

ABTOMATH30BaHA cHCTeMA ineHTHU(IKalil 3aKOHIB
PO3NOIIJIY JaHHUX aHAJiI30M 0JM3BLKOCTI ricrorpam
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AxoTanis

TToxubka BU3HAYEHHS 3aKOHY PO3MONITY TATHE 32 COOOI0 HEBIpHY OILIIHKY iHIIMX XapaKTepUCTUK (CTaHOApPTHE Bil-
XWIEHHS, €KCIeC, KOHTpeKcleC i T.0.). TOUHICTh OTpMMaHHSI YMCIOBUX 3HAYEHb METPOJIOTIYHMX XapaKTEPUCTUK 3acO0iB
BUMIPIOBaJIbHOI TEXHiKM 3HAYHOIO MipOIO 3aJIeXXUTh Bill TPaBUJIBbHOCTI BCTAHOBJIEHHS BiAMOBIMHOCTI IIUIBHOCTI PO3MOMiTY
WMOBIpHOCTEI eKCIepUMEHTAIbHUX JaHUX OMHOMY 3i CTaHAAPTHUX 3aKOHIB po3mofiny. OmHak Ticasi BUKOHAHOI iMeHTH-
¢ikallii 3aKoHY pO3MOIiay B JOCHIIKEHHSIX HE OlliHIoBajacs OJIM3bKICTh TicTOrpam 3aJaHOro PO3MOIiLTy, TOMY i AaHUX
Mpo e(EeKTUBHICTh TaAKUX METOAMK Hemae. CTaTTio MPUCBIYEHO PO3POOIL AOCTYIMHUX i MPOCTUX MPOrpaMHUX IMPOIYKTiB

IUTST PO3B’SI3aHHS 3a/a4 BUSIBJICHHSI 3aKOHIB PO3ITONITY i BU3HAYEHHsST ONTUMAIBHOTO po3Mipy BUOipku maHuX. Po3poGieHo

Moau(iKOBaHUIT METOJ BU3HAYEHHSI 3aKOHY PO3IOATY JaHUX IISIXOM Bi3yaJIbHOrO aHajidy OJM3bKOCTI ricTorpam 3i 3MeH-

LIEHHSIM pO3Mipy BUOIpKM IMpU MporpaMHiii peanizauii. MeTton n103BoJisie BUOpaTU HAMOUIbII iIMOBIpHUI 3aKOH PO3IOILTY
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3 mMpoKoi 6a3m Habopy. CyTb METOMy TOJIATAE B OOUYMCIIEHHI €HTpOTii KoedillieHTa i abCOMIOTHOI €HTPOMITHOI TOMWIKKA
JUTST BUXIZIHOI Ta TOJIOBUHHOI BUOIpKM JaHUX, BU3HAYEHHI ONTUMAJbHOIO METOAY OOpOOKM ricTorpamMy 3a JIOMOMOIOI0
Bi3yaJIbHOTO aHajiizy OJM3bKOCTI TicTorpam i BUSIBI€HHI 3aKOHY pO3MOAiUTY JaHuX. Mopeilb 00poOKM eKCIepUMEHTAIbHUX
JIaHUX J103BOJISIE BPaXOBYBAaTU CTATUCTWUYHI BJACTUBOCTI pealbHUX JAHUX i MOXe 3aCTOCOBYBAaTHCS [0 Pi3HUX MACHBIB,
a TaKOX JO03BOJISIE 3MEHILIUTHA PO3Mip BMOIpKU, HEOOXimHOT mist aHai3dy. Po3pobiieHO aBTOMAaTU30BaHy CUCTEMY BU3HAYEHHS
3aKOHIB PO3MOAUTY JaHUX i3 MPOCTUM i 3po3yMiauM iHTepdeiicoMm. Pe3yiabTaTy mOCHimXeHHSI Ha pealbHUX AaHUX CBil-
yaTh MPO MiIBUIIEHHS TOCTOBIPHOCTI imeHTMiKallii 3aKoHYy po3mnoainy naHux. IToxmnOka ineHTU(diKalii 3aKOHY pO3MOainy
3 BUKOPHUCTAHHSIM PO3po0bJieHOro Metony st Bubipku # = 1000 He nepesuiiye 0,45% y mopiBHSHHI 3 TouHicTIO 3% s
BiIOMHUX METOIiB.

KirouoBi cjioBa: 1OCTOBIpHICTh; 3aKOH pO3IOAiNY; BUOiIpKa; eHTPOMiMHUI KoedillieHT; TicTrorpama.

ABTOMATH3HPOBAHHAS CHCTeMAa HIEHTH(HUKAINH 3aKOHOB
pacmpeejeHuss JAHHBIX aHAJIM30M OJIM30CTH TMCTOrpaMM
C COKpallleHHueM BbIOOPKH

O.10. Onennuk', KO.K. TapaHeHko?
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AHHOTAIMSA

[TorpeiiHOCTh OMpenesieHUs 3aKOHA paclpenesieHus BiedyeT 3a cO0Oil HEBEPHYIO OLIEHKY JIPYTHMX METPOJOTMYeCKUX
xapakTepucTuK. CTaThs MOCBSIIEHa pa3pabOTKe MPOrpaMMHBIX MPOMYKTOB MJIs PEIIEHMS 3a1ay BBISIBICHMSI 3aKOHOB pa-
cripenejieHusl U orpenejeHusl ONTUMAJIbHOTO pa3mMepa BbIOOPKM JaHHBIX.

ABTOpamMHu OMUCaH MOAMMUUMPOBAHHBI METON OMpEeACJeHUsT 3aKOHa paclipele/eHUs] NaHHbIX MyTeM BU3YaJbHOTO
aHaju3a OJM30CTH TMCTOTpaMM C YMEHbIIIEHHEeM pa3Mepa BBIOOPKM MpuU MporpaMmHoil peanu3zanuu. CyTh MeTOIA 3aKIIIO-
YaeTcsl B BBIYMCICHUU SHTPOMUITHOrO Ko3(pGULUMEHTa U aOCOMIOTHON SHTPONMUMHON OIIMOKM IS UCXOJHON M TOJOBUH-
HOI1 BBIOOPKU JAHHBIX, OTNPEAEICHUN ONTUMAIBHOTO MeToda 00pabOTKM TMCTOTPpaMMBbI C TTOMOIIBIO BU3YaJIbHOTO aHaIu3a
OJIM30CTU TMCTOTPaMM WU BBISIBICHUM 3aKOHA paclpeiesieHUs JaHHbIX. Moaenab o0paboTKU 3KCIEePUMEHTAIbHBIX TaHHBIX
MMO3BOJISIET YYUTHIBATh CTAaTUCTUYECKHME CBOMCTBA PEaIbHBIX PE3YIbTATOB M MOXET MPUMEHSTHCS K Pa3IUYHBIM MacCHUBaM.
PaspaboraHa aBTOMaTH3MpOBaHHAs CUCTEMa OIpe/esieHrs] 3aKOHOB pacrpeie/ieHUs] JaHHbIX C MPOCTbIM U MOHSITHBIM MH-
Tepdeiicom. PesynabTaThl MCClieTOBaHUS Ha peajbHBIX JAHHBIX CBUACTEIBCTBYIOT O IOBBIIIEHUU IOCTOBEPHOCTU MICHTH-
¢duKauum 3aKoHa pacripefesieHus] TaHHBIX.

KiroueBbie cj10Ba: TOCTOBEPHOCTD; 3aKOH pacIIpeNesIeHNs]; BRIOOpKA; SHTPONMITHEIN K03GhMUIIMEHT; TUCTOrpaMma.

References
1. Zyuzko A.K., Burichenko M.Yu., Petrova Yu.V.,

3. Bityukov S.I., Maksimushkina A.V., Smirnova V.V.
Comparison of histograms in physical research.

Nimych V.V. Algorithm of treatment of data given
during metrology attestation of facilities. Electro-
nics and Control Systems, 2009, no. 1, pp. 5—10
(in Russian).

Izvestiya vuzov. Yadernaya Energetika, 2016, no. 1,
pp. 81-90 (in Russian).

Hou J., Ou B., Tian H., Qin Z. Reversible data
hiding based on multiple histograms modification

2. Shchepetov A.G., Pidkovich A.A., Popova Ya.D., and deep neural networks. Signal Processing: Image
Shimereva L.V. O vybore metoda obrabotki ek- Communication, 2021, vol. 92, pp. 116—118.
sperimentalnykh dannykh pri opredelenii gra- Liang Y., Meng Z., Chen Y., Zhang Y., Wang M.,
duirovochnoy staticheskoy kharakteristiki pribora Zhou X. A Data Fusion Orientation Algorithm
[On the choice of the experimental data proces- Based on the Weighted Histogram Statistics
sing method when determining the calibration for Vector Hydrophone Vertical Array. Sensors,
static characteristics of the device|. Instruments, 2020, vol. 20, no. 19, p. 5619. doi: https://doi.
2020, no. 9, pp. 14—22 (in Russian). org/10.3390/s20195619

36 Ukrainian Metrological Journal, 2021, No 3, 31-37



0. Oliynyk, Yu. Taranenko

6.

10.

11.

Artyushenko V.M., Volovach V.I. Identifikatsiya
parametrov raspredeleniya additivnykh i multip-
likativnykh negaussovskikh pomekh [Identifica-
tion of distribution parameters of additive and
multiplicative non-Gaussian noise]. Avtometriya,
2017, vol. 53, no. 3, pp. 36—43 (in Russian). doi:
10.15372/AUT20170305

MI 1317-2004. GSE. Results and characteristics
of measurement errors. Forms of presentation.
Methods of use when testing product samples
and controlling their parameters. Moscow, 2004
(in Russian).

Novitsky P.V., Zograf [.A. Otsenka pogreshnos-
tey rezultatov izmereniy [Estimation of errors of
measurement results]. Leningrad, Energoatomizdat
Publ., 1991 (in Russian).

Oliynyk O., Taranenko Y., Losikhin D., Shvach-
ka A. Examining the Kalman filter in the field of
noise and interference with the Non-Gaussian dis-
tribution. Eastern-European Journal of Enterprise
Technologies, 2018, vol. 4, no. 4(94), pp. 36—42.
doi:10.15587/1729-4061.2018.140649

Bodin O.N., Ivanchukov A.G., Polosin V.G.,
Rahmatullov F.K. Entropiyno-parametricheskaya
obrabotka elektrokardiosignala [ Entropy-paramet-
ric processing of electrocardiosignal]. Fundamental
research, 2015, no. 3, pp. 23—27 (in Russian).
Tynynyka A.N. Primeneniye entropiynogo koef-
fitsiyenta dlya optimizatsii chisla intervalov pri
intervalnykh otsenkakh [Application of the en-
tropy coefficient for optimization of the number
of intervals in interval estimates]. Tekhnologiya
i Konstruirovanie v FElektronnoi Apparature, 2017,
no. 3, pp. 49—54 (in Russian). doi: 10.15222/
TKEA2017.3.49

12.

13.

14.

15.

16.

17.

18.

Fedorov M.V. Metod identifikatsii form raspre-
deleniy malykh vyborok [Method of identification
of forms of distributions of small samples]. Rossij-
skij himicheskij zhurnal, 2002, no. 3, pp. 9—11 (in
Russian).

Python histogram. Python rendering matplotlib13.
Histogram (histogram) detailed explanation. Avai-
lable at: https.blog.csdn.net/weixin_39520979/arti-
cle/details/111293856 (accessed 12.04.2021)
Sulewski P. Equal-bin-width histogram versus
equal-bin-count histogram. Journal of Applied Sta-
tistics, 2020, pp. 1-20. doi: https://doi.org/10.10
80/02664763.2020.1784853

Reducing the sample size of experimental data
without losing information. Available at: https://
habr.com/ru/post/445464/ (accessed 05.25.2019).
Numpy.histogram_bin_edges. Available at: https://
numpy.org/doc/stable/reference/generated/numpy.
histogram_bin_edges.html (accessed 05.25.2019).
Kalmykov V.V., Antonyuk F.I., Zenkin N.V.,
Malyshev E.N. Organizatsiya statisticheskogo
priyemochnogo kontrolya kachestva produk-
tsii po kolichestvennomu priznaku [Organization
a statistical acceptance inspection quality pro-
ducts at the quantitative trait]. Modern Problems
of Science and FEducation, 2014, no. 6, p. 162
(in Russian).

Tyrsin A.N. Metod podbora nailuchshego zakona
raspredeleniya nepreryvnoy sluchaynoy velichiny
na osnove obratnogo otobrazheniya [The me-
thod of selecting the best distribution law for con-
tinuous random variables on the basis of inverse
mapping]. Vestn. Yuzhno-Ural. Gos. Un-ta. Ser.
Matem. Mekh. Fiz., 2017, vol. 9, no. 1, pp. 31—-38
(in Russian).

Ykpaiucokuii memponoeiunuii ucyprnan, 2021, Ne 3, 31-37 37



