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Abstract

The necessity to determine the minimum number of observations when developing a measurement procedure in ac-
credited test and calibration laboratories is discussed. The methods of evaluating the number of observations when evaluating
the expanded measurement uncertainty using the GUM method, the Monte Carlo method, and based on the Law of the
expanded uncertainty propagation are considered. In the first case, a nomogram is constructed that allows determining the
minimum required number of multiple observations based on the given values of the expanded measurement uncertainty for
a probability of 0.9545, the standard deviation of the scattering of the indications of a measuring instrument and the normally
propagated standard instrumental uncertainty of type B. In the case of calculating the measurement uncertainty based on
the Monte-Carlo method, a normal law and the Student’s law of propagation with given characteristics was modelled, and
on its basis, for a probability of 0.95, a diagram to calculate the required number of observations when performing multiple
measurements was constructed. The application of the Law of the expanded uncertainty propagation proved to be the most
universal for calculating the required number of observations, since it made it possible to obtain approximating expressions

for both probabilities and for the normal and uniform laws attributed to the components of type B.
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Introduction

“The methods developed and modified by the
laboratory” may be applied at testing and calibration
laboratories accredited for compliance with the
requirements of the ISO 17025:2017 [1] based on
7.2.1.4 of this standard. When developing a pro-
cedure for performing measurements during tests
or calibrations, one of the most important issues
is the choice of the minimum required number of
measurements that provide, on the one hand, a given
expanded measurement uncertainty, and, on the other
hand, minimum laboriousness of performing them.
It is generally accepted that the number of multiple
measurements should be at least ten. This postulate is
based on document [2], in the Notice to 3.2.2, which
states that “If the number n of repeated observations
is less than 10, then the reliability of the value of
the standard uncertainty of measurement, which is
estimated according to method A ... must be taken
into account”. In fact, when performing multiple
measurements, there is often no variability in the
indications of a measuring instrument (for example,
when calibrating a calliper with a gauge block, there is
no point in performing multiple measurements at all).
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The purpose of this paper is to study the issue
of determining the minimum required number of
observations based on the known characteristics of
the observed scattering of indications and type B
uncertainty.

1. Basic algorithm of measurement uncertainty eva-
luation [3]

In this case, which is the most common in pra-
ctice, the expanded measurement uncertainty U(y) will
be equal to:

Uy)=1,(vy)-u(y), (1

where u(y) is the combined standard uncertainty;
t,(v;) is the Student’s coefficient for the level of
confidence p; v, is the effective number of degrees
of freedom determined for the case of direct multiple
measurements by the formula:

u (y)} . 2

Vo = (n—l)[l+ ufl(y)

Because the

u, () =Juz () +uz(»), 3)
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Fig. 1. Dependence B=¢(n,0) obtained by GUM uncertainty framework

then expressing u,(y) as uA(y)=s/\/;, where s is
the standard deviation of the indications determined
previously by numerous observations (z#>10), and
s/u,(y)=a, we obtain an expression for the expan-
ded uncertainty in the form:

2 2
n o}
U(y):tp{(n—l)[l+—2} }uB(y) 1+—. “4)
o n
Thus, with known u,(y) and given U(y), we
obtain the dependence

B= U(y) —¢ {(”_1)[1+i2:| }\/14—7&—2, 5)
u(y) 7 a "

which, for a coverage probability of 0.9545, is shown
in Fig. 1.

The argument of the Student’s coefficient in
expression (5) can be non-integer. Therefore, to
calculate the values of the Student’s coefficient for the
coverage probability of 0.9545, the formula obtained
by interpolating the tabular values of the Student’s
coefficient was used:

2

1.3 0361°
l——+—
v v

(6)

Lyosss (V) =

Interpolation error of (6) does not exceed £0.36%
for n>3.

Using dependence B =¢(n,a), it is possible to ob-
tain the required number of observations for a given
value of U(y) and known values of u,(y) and s.

For this, in Fig. 1, it is necessary to find a point
of intersection of the lines drawn perpendicular to
the axes from the given values of B and a and to
take the required number of observation results,
which is equal to n, corresponding to the underlying
curve, which is closest to the point. For example, the
intersection point of the perpendiculars for =4 and
a=23 will correspond to n=>3.

2. Monte Carlo method [4]
In this case, the measurement framework will
look like:

Y =0+c¢, (7)
where 6 is the correction for the instrumental error
of the measuring instrument, which has a normal
or uniform distribution law with zero mathematical
expectation and a single standard deviation; € is the
correction for a random measurement error having
a t-distribution with zero mathematical expectation,
the number of degrees of freedom v=pn—1, and
a standard deviation obtained by:

n-1
s, =8 / .
n(n—3)

The change of a was carried out in the range
from 0.01 to 5. Using the NIST Uncertainty Ma-
chine program [5], for the given parameters a, # and
uz=1, the value of the expanded uncertainty U was
determined for the confidence levels of 0.95, and
then the value of B was determined. The dependences
B=e¢(n,a) are shown in Fig. 2.

)
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Fig. 2. Dependence B =¢(n,0) obtained by MCM

The algorithm for determining the required
number of measurements is similar to that described
in paragraph 1.

3. The Law of Expanded Uncertainty Propagation
(LEUP)

A good approximation of the results obtained by
the Monte Carlo method is the LEUP [6]. The bias
of the values of the expanded uncertainty obtained by
the LEUP from the values obtained by the MCM do
not exceed 4.5%. For the measurement framework (4),
in this most common case, the expanded measurement
uncertainty will be equal to:

U(y)=U; +Uy, )

where U,, U, are the expanded uncertainties of ty-
pe A and B, respectively, which are determined by
the formulas:

N

"k

U,=t,(n=1)- (10)

Up =k,ug. (11)

In formula (10), #z(n—1) is the Student’s coeffi-
cient for confidence level p and the number of degrees
of freedom n—1. In formula (11), k, is the cove-
rage factor for the normal or uniform distribution
laws for confidence level p.

With this in mind, expression (6) can be rewrit-
ten as:

g YW _ z;(n—l)%2+k;. (12)

ug(y)

From here, one can obtain:
e
t,(n=1) |’ -k

For confidence level p=0.9545, the dependence
n(y) is well approximated by the expression (the ap-
proximation error at the point n=3 is 2.85%, and
for n>3, it is no more than 1.5%):

(13)

n=4y*+2.5. (14)
For confidence level p=0.95, the dependence
n(y) is well approximated by the expression (the
approximation error at point a, for n>3, is not more
than £1.4%):
n=3.9y>+2.4. (15)
If =4 and a=3 and normal distribution attri-
bute to instrumental uncertainty type B, for p=0.9545
we get k,=2.0, y=0.866 and n=35.5; and for p=0.95
we get k,=1.96; y=0.86 and n=35.3.

Conclusion

When developing testing or calibration mea-
surement procedures, one of the most important
issues is the choice of the minimum required
number of multiple observations xn. The solution
to the issue will depend on the method used for
the measurement uncertainty evaluation. The report
presents options for calculating » for the cases of
applying the GUM uncertainty framework [3],
the Monte Carlo method (MCM) [4], and the
Law of the expanded uncertainty propagation
(LEUP) [6].
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Using [3] and [4], the nomograms, which
allows determining »n based on the given values of
the expanded measurement uncertainty, the standard
deviation of the observed scattering of indications,
and the standard instrumental uncertainty of type B,
were obtained.

Using the LEUP [6], which allows getting a good

the formulas, that allow determining » depending
on the known characteristics of the observed scatte-
ring of indications and the standard instrumental
uncertainty of type B for the confidence levels of 0.95
and 0.9545, were obtained.

The received results were compared, and the
recommendations about their application are gi-

approximation of the results obtained by the MCM,  ven.
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AHoTauis

OOroBOPIOETLCS HEOOXIMHICTh BM3HAYEHHSI MiHIMaJIbHOI KiJIBKOCTI CITOCTepEXKeHb Il 4Yac PO3POOKM METOIUKHU
BUMIipIOBaHb B aKpeIWTOBaHUX 3a BuMoramm crtaHmapty ISO/IEC 17025:2017 naGopatopisix. BuximHuMm maHuMM ist
OOYHUCIIEHHSI € LJIbOBA PO3LIMPEHA HEBU3HAYEHICTb, CTAHIAPTHA IHCTPYMEHTAJlbHA HEBU3HAYEHICTh 3aCO0y BUMIpPIOBAaHHS
Ta OIl[iHKa CTaHIApTHOIO BiXWJIEHHSI PO3KHUAY WMOro Moka3aHb. PO3MISHYTO CMOCOOM OLIIHKW YHUCIa CIOCTEPEXEeHb MpHU
OLIIHIOBaHHI PO3IIMPEHOI HEBM3HAYEHOCTI 3a MeTroaukoio “KepiBHMIITBA 3 OLIIHIOBaHHS HEBU3HAYEHOCTI BUMipIOBaHbL”
(GUM), meronom MonTte-Kapio (MMK) ta npu BUKOpUCTaHHI 3allpOITIOHOBAHOTO aBTOpaMu 3aKOHY PO3IMOBCIOMKEHHS
posimupeHoi HeBusHayeHocTi (3PPH), sgxuit no3Bosisie oTpuMyBaTHM OLIIHKM HEBU3HAYEHOCTI BUMipIOBaHb, OJM3bKi 110
OIIHOK, III0 OTpUMYIOTH 3a moromoroio MMK. V¥V mepmomy Bumanky (GUM) moGymoBaHO HOMOTpamMy, IO TO3BOJISIE
BU3HAUYUTU MiHIMaJbHO HEOOXiIHY KiJIbKiCTb OaraTopa3oBUX CIIOCTepeKe€Hb Ha OCHOBI CHiBBiIHOIIEHb 3aJaHUX 3HAYEHb
pO3MIMPeHOi HEBU3HAYEHOCTI BUMIPIOBaHHS /s iMOBipHOCTI 0,9545 Ta OLIIHKM CTAaHMAPTHOTO BiMXWJIEHHSI PO3KUIY TIOKa3aHb
3ac00y BMMipIOBaHHS 10 MOro CTaHJAPTHOI iHCTPYMEHTAJbHOI HEBM3HAUYEHOCTI. Y BMITaAKy po3paxyBaHHSI HEBU3HAYEHOCTI
BUMiploBaHb Ha ocHOBIi MMK O0yn0 3anmpomnoHoOBaHO MareMaTU4YHY MOJeJb OOYMCIEeHb, 3a JOIMOMOIOI0 MporpamMu
NIST Uncertainty Machine 3milicHeHO MoOJe/OBaHHSI HOPMAJIbHOTO 3aKOHY, SIKMI MNPUIIMCYETbCS iHCTPYMEHTAIbHIM
HeBU3Ha4YeHOCTi Tuity B, Ta 3akoHy po3noBciomkeHHs1 CTbIOJEHTA, SIKUI MPUTIUCYETHCSI HEBU3HAUEHOCTI TUTTY A, i Ha ioro
OCHOBI 17151 iiMoBipHOCTi 0,95 moOynoBaHO Aiarpamy i po3paxyHKY HEOOXiZHOI KiJIbKOCTi CIOCTepeKeHb MPU BUKOHAHHI
Oararopa3oBux BUMiproBaHb. 3actocyBaHHs1 3PPH BusgBuioch HailGinbIn yHiBepcaabHMM JIsI PO3paxyHKY HEOOXimHOL
KiJIbKOCTI CITOCTepeKeHb, OCKIJIbKU J03BOJUJIO OTPUMATU anpoKCUMYyIoUi Bupasu st imoBipHocTteit 0,95 i 0,9545 ta nnsa
HOPMAaJIbHOTO ¥ piBHOMIPHOIO 3aKOHIB, 110 MPUITMCYIOThCSI IHCTPYMEHTaIbHIM HEBU3HAYEHOCTI 3ac00y BUMIipIOBaHHSI.

Kimo4oBi cjioBa: KiJIbKiCTh Oararopa3oBUX CITIOCTEPEXeHb; OLliIHKAa HEBU3HAYEHOCTI BUMIPIOBaHHS; MOJE/Ib HEBU3HAYEHO-
cti GUM; meton MoHTte-Kapiio; 3aK0H TOIIMPEHHS pO3IIMPEHOI HEeBU3HAYEHOCTI.
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AHHOTaIMS

OO6cyxmaercss HeOOXOMMMOCTb OIpeneIeH!usT MIHUMAIBHOTO KOJWYecTBa HaOMIONeHUN TpH pa3paboTKe METOIMKH
M3MEPEHUI B aKKPEIUTOBAHHBIX MCITBITATEIHBIX M KAIMOPOBOYHBIX J1JAOOpaTOpusiX. PaccMOTpeHbI CIIOCOObI OLIEHKU YKCIa
HaOJTIOIEHN A TTPU OLIeHKe pacIMpeHHoi HeonpeaeneHHocTr 1o Metonuke GUM, merony Monte-Kapiio n Ha ocHoBe 3akoHa
pacrnpocTpaHeHus pacIliPeHHOM HeoMpeaeeHHOCTU. B mepBoM ciiydyae MoCTpoeHa HOMOIpaMMa, O3BOJISIONIasl OIPENeIUTh
MUHHMMAJIbHO HEOOXOOMMOE KOJWYECTBO MHOTOKPATHBIX HAOJIONEHUII HAa OCHOBE 3aJaHHBIX 3HAYCHWI pacIIMpEeHHOM
HEOIpeNeJeHHOCTU U3MepeHuit st BeposiTHocTr (0,9545, ctaHmapTHOrO OTKJIOHEHHUs pa3dpoca MoKazaHUil U3MEPUTETbHOTO
Mmpubopa M HOPMAJIBHO pacTpele/ICHHON CTaHIApTHON MHCTPYMEHTAJIbHON HeompeaeeHHOCTH Tura B. B ciaydae pacuera
HEeOIpeIeJICHHOCTU M3MEpeHuii Ha OCHOBe Meroma MoHTte-Kapio ObUIO MPOM3BEIEHO MOIEIMPOBAHUE HOPMAaIbHOTO
3aKOHA U 3aKoHa pacrpocrpaHeHus: CTbIOJEHTa C 3aJaHHBIMU XapaKTEPUCTUKAMM M Ha €ro OCHOBE Ui BepositHocTH 0,95
MOCTPOEHA AMarpamMma Juisl pacyeta HeOOXOAUMOro KOJIMYECTBA HAOMIOACHUM MPY BBITTOJHEHUM MHOTOKPATHBIX U3MEPEHUIA.
IIpumeHeHne 3aKoHa pacIpPOCTPAHEHMSI PACIIMPEHHON HEOIPENeJeHHOCTH OKa3aloCh Hambojiee YHUBEPCAIbHBIM IS
pacyeTa HeOOXOAMMOTO KOJMYECTBA HAOIIOAEHUI, TTOCKOJIBKY MTO3BOJMIIO MOJYYUTh AlMPOKCUMMPYIOIINE BBIPAXKEHUS IS
000MX 3HAYEHUI BEPOSITHOCTHM, a TAKXe [UIsI HOPMAJIbHOIO M PaBHOMEPHOIO 3aKOHOB, IIPUIIMCHLIBAEMBIX KOMIIOHCHTAM
tumna B.

KimoueBbie cjioBa: KOJIMYECTBO MHOTOKPATHBIX HAaOJIONCHUWIA; OICHKAa HEONPEACICHHOCTH W3MEPEHMSI; MOJIE/b
HeonpeneneHHoctu GUM; meton MonTe-Kapiio; 3akoH pacnpocTpaHeHUs pacIlMpPeHHON HeOoNpeae/IeHHOCTH.
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